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ABSTRET

Measurements were made of the UNIX file system throughpuafaus I/O oper
ations using the most attracti aurrently available Winchester disks and controllers
attached to both the neti lusses (SBI/CMI) and the UNIBS on both YAX 11/780s and
VAX 11/750s. Theests were designed to highlight the performance of single and dual
drive aubsystems operating in the 4.2B3&xt file systenervironment. Mag of the
results of the tests were initially countetuitive and revealed sgeral important aspects
of the \AX implementations which were surprising to us.

The hardvare used included tw Fujitsu 2351A “Eagle” disk drives an each of
two foreign-vendor disk controllers and taADEC RA-81 disk drres on a DEC UDA-50
disk controller The foreign-endor controllers were Emx&C750, SC780 and Systems
Industries 9900 nate hus interhced controllers.The DEC UDA-50 controller is a
UNIBUS interficed, hedly buffered controller which is the first implementation of a
new DEC storage system architecture, DSA.

One of the most important results of our testirapswhe correction of geral tim-
ing parameters in our diee handler for daces with an RH750/RH780 type intace
and haing high turst transfer ratesThe correction of these parameters resulted in an
increase in performance of/i@ twenty percent in some casel addition, one of the
controller manudcturers altered theiub arbitration scheme to produce another increase
in throughput.

TVAX, UNIBUS, and MASSBIS are trademarks of Digital Equipment Corporation.
* UNIX is a trademark of Bell Laboratories.

FThis work was supported under grants from the National Scienoedation under grant MCS80-05144, and
the Defense Adance Research Projects AggriDoD) under Arpa Order No. 4031 monitored byhle&Elec-
tronic System Command under Contract No. NO0039-82-C-0235.
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1. Motivation

These benchmarks were performed fores® reasons.Foremost vas our desire to obtain guideline
to aid in choosing one the mostpensve cmponents of anVAX UNIX configuration, the disk storage
system. Theaange of choices in this area has increased dramatically in the lastDE@rhas become,
with the introduction of the UB50/RA81 system, cost competii in the area of disk storage for the first
time. Emule’s entry into the VAX 11/780 SBI controller field, the SC780, represented a important choice
for us to @amine, gven our presious success with theirAX 11/750 SC750 controller and their UNIES
controllers. TheFujitsu 2351A Vihchester disk dvie represents the \eest cost-pebyte disk storage
known to us. In addition, Fujitsus reputation for reliability v@s appealingThe mary attractive sspects of
these components justified a more carefahaination of their performance aspects under UNIX.

In addition to the direct matétion of developing an efiective choice of storage systems, we hoped to
gan more insight into XXX UNIX file system and I/O performance in generdhat generic characteris-
tics of I/O subsystems are most importakt@w important is the location of the controller on the SBI/CMI
versus the UNIRJS? Isextensve tuffering in the controller essential ovem important? Hw much can
be aqained by putting more of the storage system management and optimization function in the controller as
DEC does with the UR50?

We dso wanted to resokr particular speculation about thalue of storage system optimization by a
controller in a UNIX emironment. Isthe access optimization adegftive & that already praded by the
existing 4.2BSD UNIX deice handlers for traditional disks?MS disk handlers do no seek optimization.
This gives the UDAS0 controller an acintage wer other controllers under VMS which is notdiy to be
as important to UNIX.Are there penalties associated with greater intelligence in the controller?

A third and last reason forva@uating this equipment is comparable to thevprbial mountain
climbers answer when astt why he dimbs a particular mountain’]t was theré. | n our case the equip-
ment was there.We were lucly enough to assemble all the desired disks and controllers and get them
installed on a temporarily idleAX 11/780. This got us started collecting datalthough mary of the tests
were later rerun on aaviety of other systems, this initial test bedsaessential for erking out the testing
bugs and getting our feet wet.
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2. Equipment

Various combinations of the three maacturers disk controllers, anddwpairs of Winchester disk
drives were tested on bothAX 11/780 and X 11/750 CPUs. The Emuteand Systems Industries disk
controllers were integiced to Fujitsu 2351AEagle” 404 Megabyte disk dnves. TheDEC UDAS0 disk
controller vas interbced to tw DEC RA81 456 Mgabyte Winchester disk dvies. All three controllers
were tested on theAX 780 although only the Emuteand DEC controllers were benchmadkon the ¥X
11/750. Systemindustries mag&s a VWX 11/750 CMI interfce for their controllerbut we did not hee
time to test this dece. Inaddition, not all the storage systems were tested fmdtive throughput. Each
of the controllers and disk d@8s used in the benchmarks is described brieflywelo

2.1. DECUDASO disk controller

This is a nes controller design which is part of a ¢gar, long range storage architecture referred to as
“ DSA’ or Digital StorageArchetecture. Arimportant aspect of DSA is migrating adarpart of the ster
age management pieusly handled in the operating system to the storage system. Thus, A% ifDa
much more intelligent controller than pieus interfices lile the RH750 or RH780The UDAS0 handles
all error correction.It also deals with most of the yéical storage parameter$ypically, system softvare
requests a logical block or sequence of blockise plysical locations of these blocks, their head, track,
and glinder indices, are determined by the controlléhe UDA5S0 also orders disk requests to maximize
throughput where possible, minimizing total seek and rotational delslizere multiple dres ae attached
to a single controllethe UDA50 can interlege smultaneous data transfers from multiplevesi

The UDA5S0 is a UNIBJS implementation of a DSA controllett contains 52 sectors of internal
buffering to minimize the &cts of a slaw UNIBUS such as the one on thAX£11/780. Thisbuffering
also minimizes the &cts of contention with other UNIBS peripherals.

2.2. EmulexSC750/SC780 disk contllers

These tvwo models of the same controller intace to the CMI bs of a VWX 11/750 and the SBIus
of a 11NAX 780, respectiely. To the operating system, themulate either an RH750 or and RH78he
controllers install in the MASSBS locations in the CPU cabinets and operate from #¥ power
suplies. Theg provide an ‘SMD’’ or StorageM odule Drive interface to the disk dres. Althougha lamge
number of disk dries use this inteidice, we tested the controllerctusively connected to Fujitsu 2351A
disks.

The controller ws first implemented for thé\X-11/750 as the SC750 modelveml years ago.
Although the SC780 as introduced more recenthoth are stable products with nogs knevn to us.

2.3. Systemindustries 9900 disk contoller

This controller is anwlution of the S.I. 9400 first introduced as a UNI8 SMD interbce. The
9900 has been enhanced to include an mterto the XX 11/780 natve hus, the SBI.It has also been
upgraded to operate with higher data rateedraich as the Fujitsu 2351As we used in this td$te con-
troller is contained in itswan rack-mounted dweer with an intgral paver supply The interhce to the
SMD is a four module set which mounts in a CPU cabinet slot normally occupied by an RHi#88BI
interface derres power from the WX CPU cabinet paer supplies.

2.4. DECRAS8L1 disk drives

The RA81 is a rack-mountable 456 §ébyte (formatted) Whchester disk dvie manufactured by
DEC. ltincludes a great deal of technology which is angirgtepart of the DEDMSA scheme. Thaovel
technology includes a serial patlbased communications protocol with the controler a pair of mini-
coaxial cablesThe plysical characteristics of the RA81 arewhdn the table belw:
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2.5. Fujitsu2351A disk drives

The Fujitsu 2351A disk dre is a Winchester disk dvie with an SMD controller intedce. Fujitsu
has deeloped a ery good reputation for reliable storage produsts the last seeral years. The 2351A

DEC RA81 Disk Drve Characteristics

Peak Tansfer Rate
Rotational Speed
Data Sectorsfhck
Logical Cylinders
Logical Data Heads
Data Capacity
Minimum Seek ime
Average Seekime
Maximum Seek ime

2.2 Mbytes/sec
3,600 RPM

51

1,248

14

456 Mbytes
6milliseconds
28milliseconds
52milliseconds

has the follaving physical characteristics:

Fujitsu 2351A Disk Die Characteristics

Peak Tansfer Rate
Rotational Speed
Data Sectorsfhck
Cylinders

Data Heads

Data Capacity
Minimum Seek ime
Average Seek ime
Maximum Seek ime

1.859 Mbytes/sec.
3,961 RPM

48

842

20

404 Mbytes
5milliseconds
18milliseconds
35milliseconds
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3. Methodology

Our goal vas to gauate the performance of the dat peripherals in an @inonment as much Il
our 4.2BSD UNIX systems as possiblEhere are tw basic approaches to creating this kind of tesi-en
ronment. Thesenight be termed thimdirectand thedirectapproach. Thapproach used by DEC in pro-
ducing most of the performance data on theABOYRA81 system under VMS is what we term the indirect
approach. W dhose to use the direct approach.

The indirect approach used by DE®adlves two geps. Firstthe ewironment in which performance
is to be gauated is parameterizedn this case, the disk I/O characteristics of VMS were measured as to
the distrilution of various sizes of accesses and the proportion of reads and wiliissparameterization
of typical I/O actvity was termed avax mix”’ T he second stageviolves simulating this mixture of /O
actvities with the deices to be tested and noting the totlume of transactions processed per unit time
by each system.

The problems encountered with this indirect approach oftea tado with the completeness and
correctness of the parameterization of the cdreevironment. Br example, the ‘vax mix” model con-
structed for DECs tests uses a random didiob of seeks to the blocks read or writtdhis not likely that
ary real system produces a distriton of disk transfer locations which is truly random and doesxmbie
strong locality characteristics.

The methodology chosen by us is direct in the sense that it uses the standard structured file system
mechanism present in the 4.2BSD UNIX operating system to create the sequence of locations and sizes of
reads and writes to the benchnedlkequipmentWe smply create, write, and read files asytiveould be
by users$ activities. Thedisk space allocation and disk cacheing mechanishiito UNIX is used to pro-
duce the actual gece reads and writes as well as to determine their size and location on thé/diskea-
sure and compare the rate at which thesss filescan be written, reritten, or read.

The adwantage of this approach is the implicit accyractesting in the same @inonment in which
the peripheral will be usedAlthough this system does not account for the I/O produced by some paging
and svapping, in our memory rich emonment these aefities account for a relatly small portion of the
total disk actity.

A more significant disadintage to the direct approach is the occasionficuiy we hae in
accounting for our measured resulihe apparently straight-foawd actvity of reading or writing a logi-
cal file on disk can produce a complaixture of disk trafic. File I/O is supported by a file management
system that bffers disk trafic through an internal cache, which al® writes to ba handled asyn-
chronously Reads must be done synchronoubtyweve this restriction is moderated by the use of read-
ahead. Smalthanges in the performance of the disk controller subsystem can resugieiratat une
pected changes in the file system performance, as it may change the characteristics of the memory con-
tention eperienced by the processor
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4. Tests

Our battery of tests consists of four programs, read_8192, write_8192, write_409@vated 8492
originally written by [McKusick83] to galuate the performance of thewdile system in 4.2BSDThese
programs all follav the the same model and are typified by read_819&rshere.

#define BJFSIZ 8192
main( agc, agv)

char **amgv;

{
char Wf[BUFSIZ];
inti, j;

j = open(agv[1], 0);
for (i=0; i< 1024; i++)
read(j, luf, BUFSIZ);
}

The remaining programs are included in appendix A.

These programs read, write withawifferent blocking &ctors, and rerite logical files in structured
file system on the disk under testhe write programs create wdiles while the rerite program wer-
writes an gisting file. Each of these programs represents an importgmesg of the typical UNIX file
system actiity with the read program representing by the lagest class and thewste the smallest.

A blocking factor of 8192 is used by all programxeept write_4096.This is typical of most 4.2BSD
user programs since a standard set of 1/0O support routines is commonly used and these uffatidesab
in similar block sizes.

For each test run, a empty eight Kilobyte block file systeas wreated in the @&t storage system.
Then each of the four testawrun and timedEach test w&s run three times; the first to clear out ase-
ful data in the cache, and the second twinsure that thexperiment had stablized andas/repeatable.
Each test operated on eight bytes of data to insure that the cache did wetlp influence the results.
Another file system @s then initialized using a basic blockiragtor of four Kilobytes and the same tests
were run agin and timed.A command script for a run appears as folo

#l/bin/csh

set time=2

echo "8K/1K file system"

newfs /dev/rhp0Og eagle

mount /d@/hp0Og /mnt0

mkdir /mntO/foo

echo "write_8192 /mnt0/foo/tst2"
rm -f /mntO/foo/tst2

write_8192 /mnt0/foo/tst2

rm -f /mntO/foo/tst2

write_8192 /mnt0/foo/tst2

rm -f /mntO/foo/tst2

write_8192 /mnt0/foo/tst2

echo "read_8192 /mnt0/foo/tst2"
read 8192 /mnt0O/foo/tst2

read 8192 /mnt0O/foo/tst2

read 8192 /mnt0O/foo/tst2
umount /de/hpOg
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5. Results

The following tables indicate the results of our test ruN®te that each table contains results for
tests run on te varieties of 4.2BSD file system3he first set of results isvadys for a file system with a
basic blocking dictor of eight Kilobytes and a fragment size of 1 Kilobyte. The second sets of measure-
ments are for file systems with a four Kilobyte block size and a one Kilobyte fragmenTk&ealues in
parenthesis indicate the percentage of CPU time used by the test pragre.case of the wvdisk arm
tests, the &lue in parenthesis indicates the sum of the percentage of the test programs that were run.
Entries of ‘n. m”” i ndicate this &lue was not measured.

4.2BSD File SystemseBts VAX 11/750

Logically Sequential fansfers
from an8K/1K 4.2BSD File System (Kbytes/sec.)

Test Emulex SC750/Eagle UB50/RA81

1 Drive 2Drives 1Drive 2Drives
read_8192 49069%) 620(96%) | 310(44%) 520(65%)
write_4096 38099%) 370(99%) | 370(97%) 360(98%)
write_8192 47q99%) 470(99%) | 320(71%) 410(83%)
rewrite_8192 | 65099%) 620(99%) | 310(50%) 450(70%)
Logically Sequential fansfers

from 4K/1K 4.2BSD File System (Kbytes/sec.)
Test Emulex SC750/Eagle UB50/RA81

1 Drive 2Drives 1Drive 2Drives

read 8192 30060%) 400(84%) | 210(42%) 340(77%)
write_4096 32(q98%) 320(98%) | 220(67%) 290(99%)
write_8192 34q98%) 340(99%) | 220(65%) 310(98%)
rewrite_8192 | 45@q99%) 450(98%) | 230(47%) 340(78%)

Note that the rate of write operations on t#eX\V11/750 are ultimately CPU limited in some cases.
The write rates saturate the CPU atwdbbandwidth than the reads becausg thest do disk allocation
in addition to mwing the data from the user program to the diEke UDAS50/RA81 saturates the CPU at a
lower transfer rate for agn operation than the SC750/Eagle because it causes more memory contention
with the CPU.We  not knaow if this contention is caused by the UNUB controller or the UB50.

The following table reports the results of test runs orAX \Y1/780 with 4 Mgabytes of main mem-
ory.
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4.2BSD File SystemseBts VAX 11/780

Logically Sequential fansfers
from an8K/1K 4.2BSD File System (Kbytes/sec.)

Test Emulex SC780/Eagle UBS50/RA81 Sysind. 9900/Eagle
1 Drive 2Drives 1Drive 2Drives 1Drive 2Drives
read_8192 56070%) 480(58%) 360(45%) 540(72%) 340(41%) 520(66%)

write_4096 44Q98%)  440(98%) | 380(99%)  480(96%) | 490(96%)  440(84%)
write_8192 49q98%)  490(98%) | 220(58%)*  480(92%) | 490(80%)  430(72%)
rewrite_8192 | 76Q100%) 560(72%) | 220(50%)* 180(52%)* | 490(60%) 520(62%)

Logically Sequential fansfers
from an4K/1K 4.2BSD File System (Kbytes/sec.)

Test Emule SC780/Eagle UB50/RA81 Syslind. 9900/Eagle

1 Drive 2Drives 1Drive 2Drives 1Drive 2Drives
read 8192 49077%) 370(66%) n.m. n.m. 200(31%) 370(56%)
write_4096 38(98%) 370(98%) n.m. n.m. 200(46%) 370(88%)
write_8192 38099%) 370(97%) n.m. n.m. 200(45%) 320(76%)
rewrite_8192 | 49087%) 350(66%) n.m. n.m. 200(31%) 300(46%)

* the operation of the hardire was suspect during these tests.

The dropofin reading and writing rates for thedwarive SC780/Eagle tests are probably due to the
file system using insfi€ient rotational delay for these testale havenot fully investigated these times.

The follonving table compares data rates olXv11/750s directly with those of AX 11/780s using
the UDAS50/RA81 storage system.

4.2BSD File SystemseBts -DEC UDA50 - 750 vs. 780

Logically Sequential fansfers
from an8K/1K 4.2BSD File System (Kbytes/sec.)

Test VAX 11/750 UNIBUS VAX 11/780 UNIBUS

1 Drive 2Drives 1Drive 2Drives

read_8192 31(44%) 520(84%) 360(45%) 540(72%)
write_4096 37q97%)  360(100%) 380(99%) 480(96%)
write_8192 32q71%) 410(96%) 220(58%)* 480(92%)
rewrite_8192 | 31(50%) 450(80%) 220(50%)* 180(52%)*

Logically Sequential fansfers
from an4K/1K 4.2BSD File System (Kbytes/sec.)

Test VAX 11/750 UNIBUS VAX 11/780 UNIBUS
1 Drive 2Drives 1Drive 2Drives
read_8192 21042%) 342(77%) n.m. n.m.
write_4096 21567%) 294(99%) n.m. n.m.
write_8192 21565%) 305(98%) n.m. n.m.
rewrite_8192 | 227147%) 336(78%) n.m. n.m.

* the operation of the hardire was suspect during these tests.

The higher throughputvailable on VAX 11/780s is due to a number aictors. Thdarger main
memory size alls a lager file system cachelhe block allocation routines ruadter raising the upper
limit on the data rates in writing wefiles.
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The net table maks the same comparison using an Emadetroller on both systems.

4.2BSD File SystemseBts Emulex - 750 vs. 780

Logically Sequential fansfers
from an8K/1K 4.2BSD File System (Kbytes/sec.)

Test VAX 11/750 CMI Bus VAX 11/780 SBI Bus

1 Drive 2Drives 1Drive 2Drives
read_8192 49069%) 620(96%) | 560(70%)  480(58%)
write_4096 38q99%) 370(99%) | 440(98%)  440(98%)
write_8192 47q99%) 470(99%) | 490(98%)  490(98%)
rewrite_8192 | 65099%) 620(99%) | 760(100%) 56Q(72%)
Logically Sequential fansfers

from an4K/1K 4.2BSD File System (Kbytes/sec.)

Test VAX 11/750 CMI Bus VAX 11/780 SBI Bus

1 Drive 2Drives 1Drive 2Drives

read 8192 30060%) 400(84%) | 490(77%) 370(66%)
write_4096 32(q98%) 320(98%) 380(98%) 370(98%)
write_8192 34q98%)  340(99%) 380(99%) 370(97%)
rewrite_8192 | 45099%) 450(98%) | 490(87%) 350(66%)

The followving table illustrates thevelution of our testing process as both haadsvand softare
problems decting the performance of the EmxISC780 were correctedThe softvare change as sug-
gested to us by Gage Goble of Purdue Uvarsity.

The 4.2BSD handler for RH750/RH780 interéd disk dries montains seeral constants which to
determine har much time is preided between an interrupt signaling the completion of a positioning com-
mand and the subsequent start of a data transfer operation. These lead timipeeasedeas sectors of
rotational delay If they are too small, anx@ra complete rotation will often be required between a seek and
subsequent read or write operatiohhe higher bit rate and rotational speed of the 2351A Fujitsu disk
drives required increasing these constants.

The hardvare change iwrolved allaving for slightly longer delays in arbitrating foyales on the SBI
bus by starting the s arbitration gcle a little further ahead of when the datasweady for transfer
Finally we had to increase the rotational delay between congedldcks in the file because the higher
bandwidth from the disk generated more memory contention, whisledldavn the processor
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4.2BSD File SystemseBbts -Emulex SC780 Disk Contoller Evolution
Logically Sequential fansfers
from an8K/1K 4.2BSD File System (Kbytes/sec.)

Test InadequatSearch Lead | OK Search Lead OK Search Lead

Initial SBI Arbitration Init SBI Arb. Improved SBI Arb.

1 Drive 2Drives 1Drive 2Drives 1Drive 2Drives
read_8192 320 370 440(60%) n.m. 560 (70%) 480 (58%)
write_4096 250 270 300(63%) n.m. 440 (98%) 440 (98%)
write_8192 250 280 340(60%) n.m. 490 (98%) 490 (98%)
rewrite_8192 250 290 380(48%) n.m. 76@100%) 560(72%)
Logically Sequential fansfers
from an4K/1K 4.2BSD File System (Kbytes/sec.)

Test InadequatS&earch Lead | OK Search Lead OK Search Lead

Initial SBI Arbitration Init SBI Arb. Improved SBI Arb.

1 Drive 2Drives 1Drive 2Drives 1Drive 2Drives

read_8192 200 220 280 n.m. 490(77%) 370(66%)
write_4096 180 190 300 n.m. 380(98%) 370(98%)
write_8192 180 200 320 n.m. 380(99%) 370(97%)
rewrite_8192 190 200 340 n.m. 490(87%) 350(66%)
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6. Conclusions

Peak mailable throughput is only one criterion in most storage system purchasing decMiostsof
the VAX UNIX systems we areaimiliar with are not I/O bandwidth constrainddevertheless, an adequate
disk bandwidth is necessary for good performance and especially to presgry response timeAll of
the disk systems we tested yide more than adequate bandwidth for typicAKMUNIX system applica-
tion. Perhapsn some I/O-intensie gplications such as image processing, more consideration should be
given to the peak throughputailable. Inmost situations, we feel that othacfors are more important in
making a storage choice between the systems we teSted, reliability availability, and support are some
of these &ctors. Thamaturity of the technology purchased must also be weigh&idsighe future alue
and epandability of never technologies.

Two important conclusions about storage systems in general canvioe fdoan these testsThe first
is that luffering can be ééctive in anoothing the the &cts of laver bus speeds andib contention.Even
though the UBS5O0 is located on the reladly slow UNIBUS, its performance is similar to controllers
located on thedster processorusses. Haever, the SC780 with only one sector afiftering shavs that
little buffering is needed if the underlyingibis fist enough.

Placing more intelligence in the controller seems to hinder UNIX system performance more than it
helps. Ouprofiling tests hee indicated that UNIX spends about the same percentage of time in the SC780
driver and the UDASO driver (about 10-14%).Normally UNIX uses a disk sort algorithm that separates
reads and writes into twseek order queuesThe read queue has priorityep the write queue, since reads
cause processes to block, while writes can be done asynchron®hislys particularly useful when gerer
ating lage files, as it alls the disk allocator to readwalisk maps and lggn doing n&v allocations while
the blocks allocated out of the pieus map are written to diskBecause the UB50 handles all block
ordering, and because iedps all requests in a single queue, there isayotavforce the longer seek needed
to get the ne disk map. This disfunction causes all the writes to be done before the disk map read, which
idles the disk until a meset of blocks can be allocated.

The additional functionality of the U&b0 controller that alles it to transfer simultaneously from
two drives & once tends to makthe two drive ransfer tests run much mordesftively. Tuning for the sin-
gle drive ase vorks more dectively in the two drive @ase than when controllers that cannot handle simul-
taneous transfers are used.
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Appendix A

read 8192

#define BJFSIZ 8192
main( agc, agv)
char **amgv;

char wf[BUFSIZ];
inti, j;

j = open(agv(l], 0);
for (i=0; i< 1024; i++)
read(j, luf, BUFSIZ);

write_4096

#define BJFSIZ 4096
main( agc, agv)

char **amgyv;

{
char Wwf[BUFSIZ];
inti, j;

j = creat(agv[1], 0666);
for (i=0;i<2048; i++)

write(j, buf, BUFSIZ);

write_8192

#define BJFSIZ 8192
main( agc, agv)

char **amgyv;

{
char Wwf[BUFSIZ];
inti, j;

j = creat(agv[1], 0666);
for (i=0; i< 1024; i++)

write(j, buf, BUFSIZ);
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rewrite_8192

#define BJFSIZ 8192
main( agc, agv)

char **amgv;

{
char Wwf[BUFSIZ];
inti, j;

j = open(agv[1], 2);
for (i=0; i< 1024; i++)
write(j, buf, BUFSIZ);



